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Compare Means

Parametric 

• One sample t- test

• Paired samples t-test

• Independent samples t-test 

• One-way ANOVA

Nonparametric 

• Wilcoxon signed-rank test

• Mann Whitney U-test

• Kruscal wallis
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One Sample t -Test

• examines whether the mean of a population is statistically different from a known or 

hypothesized value

• is also known as Single Sample t -Test

• the test variable's mean is compared against a "test value", which is a known or 

hypothesized value of the mean in the population

• Test values may come from a literature review, a trusted research organization, legal 

requirements, or industry standards
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Common Uses

• Statistical difference between a mean and a known or hypothesized value of 

the mean in the population.

• Statistical difference between a change score and zero:

creating a change score from two variables, and then comparing the mean 

change score to zero, if the mean change score is not significantly different 

from zero, no significant change occurred
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Data Requirements

• Test variable that is continuous 

• Scores on the test variable are independent 

• Random sample of data from the population

• Normal distribution (approximately) of the sample and population on the test variable 

(Among moderate or large samples, a violation of normality may still yield 

accurate p values)

• Homogeneity of variances (i.e., variances approximately equal in both the sample and 

population)

• No outliers
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Hypotheses

• The null hypothesis (H0) and (two-tailed) alternative hypothesis (H1) of the one 

sample T test can be expressed as:

• H0: µ = µ0 ("the population mean is equal to the [proposed] population mean")

H1: µ ≠ µ0 ("the population mean is not equal to the [proposed] population 

mean")
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Running the test
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Running the test (cont.)
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Output
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Decision and Conclusions

• Our hypothesized population value was 120 mmHg (the average BP of the 

overall adult population )

• Our sample value was 110.26 mmHg 

• Since p = 0.001, we reject the null hypothesis that the mean BP of the sample is 

equal to the hypothesized population mean 

• We conclude that the mean BP is significantly different than 120 mmHg 

Dr. Anahita Babak

10



Based on the results, we can state the following:

• There is a significant difference in the mean BP of the sample and the 

overall adult population (p = 0 .001)

• The average BP of the sample is about 9.74 mmHg lower than the adult 

population average [95% CI (-15) - (-4.4)]
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Paired samples t-test

• Compares two means that are from the same individual, object, or related units. 

• The two means can represent things like:

A measurement taken at two different times (e.g., pre-test and post-test with an 

intervention administered between the two time points)

A measurement taken under two different conditions (e.g., completing a test under 

a "control" condition and an "experimental" condition)

Measurements taken from two halves or sides of a subject or experimental unit 

(e.g., measuring hearing loss in a subject's left and right ears).
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Paired samples t-test cont.

• The purpose of the test is to determine whether there is statistical evidence that the 

mean difference between paired observations is significantly different from zero

• This test is also known as: Dependent t Test, Paired t Test, Repeated Measures t Test

• The variable used in this test is known as:

• Dependent variable, or test variable (continuous), measured at two different times or 

for two related conditions or units
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Common Uses

• Statistical difference between two time points

• Statistical difference between two conditions

• Statistical difference between two measurements

• Statistical difference between a matched pair

Dr. Anahita Babak 14



Data Requirements

• Dependent variable that is continuous (i.e., interval or ratio level)

• Note: The paired measurements must be recorded in two separate variables.

• Related samples/groups (i.e., dependent observations)

• The subjects in each sample, or group, are the same. This means that the subjects 

in the first group are also in the second group.

• Random sample of data from the population

• Normal distribution (approximately) of the difference between the paired values

• No outliers in the difference between the two related groups
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Hypotheses

• H0: µ1 = µ2 ("the paired population means are equal")
H1: µ1 ≠ µ2 ("the paired population means are not equal")

• OR

• H0: µ1 - µ2 = 0 ("the difference between the paired population means is equal 
to 0")
H1: µ1 - µ2 ≠ 0 ("the difference between the paired population means is not 0")
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Running the test
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Running the test (cont.)
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Output
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Decision And Conclusions

• FBS1 and FBS2 were weakly and negatively correlated (r = -0.109, p = 0.4).

• There was a significant average difference between FBS1 and FBS2 (p = 0.001).

• On average, FBS2 was 16.5 mg/dl higher than FBS1 [95% CI (-25.6, -7.44)]
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Independent Samples t Test

• Compares the means of two independent groups in order to determine whether there is 

statistical evidence that the associated population means are significantly different

• is also known as: Independent t Test, Student t Test

• The variables used in this test are known as:

Dependent variable, or test variable

Independent variable, or grouping variable
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Common Uses

• Statistical differences between the means of two groups

• Statistical differences between the means of two interventions

• Statistical differences between the means of two change scores
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Data Requirements

• Dependent variable that is continuous (i.e., interval or ratio level)

• Independent variable that is categorical (i.e., two groups)

• Cases that have values on both the dependent and independent variables

• Independent samples/groups (i.e., independence of observations)

• Random sample of data from the population

• Normal distribution (approximately) of the dependent variable for each group

• Homogeneity of variances (i.e., variances approximately equal across groups)

• No outliers
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Hypotheses

• H0: µ1 = µ2 ("the two population means are equal")

H1: µ1 ≠ µ2 ("the two population means are not equal")

• OR

• H0: µ1 - µ2 = 0 ("the difference between the two population means is equal to 0")

H1: µ1 - µ2 ≠ 0 ("the difference between the two population means is not 0")
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Running the test
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Output
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Decision and Conclusions

• The mean age in female was 1.76 years greater than men

• But 

• This difference was not significant (p=0.63).
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Levene’s Test for Equality of Variances

• The hypotheses for Levene’s test are:

• H0: σ1
2

- σ2
2

= 0 ("the population variances of group 1 and 2 are equal")

H1: σ1
2

- σ2
2

≠ 0 ("the population variances of group 1 and 2 are not equal")

• This implies that if we reject the null hypothesis of Levene's Test, it suggests that the 

variances of the two groups are not equal; i.e., that the homogeneity of variances 

assumption is violated.
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Output
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Interpretation

• The p-value of Levene's test is printed as ".000" (but should be read as p < 0.001 --

i.e., p very small), so we we reject the null of Levene's test and conclude that the 

variance in mile time of athletes is significantly different than that of non-athletes. This 

tells us that we should look at the "Equal variances not assumed" row for the t -test 

(and corresponding confidence interval) results.

Dr. Anahita Babak 30



Decision and Conclusions

• There was a significant difference in mean mile time between non-

athletes and athletes (t315.846 = 15.047, p < .001).

• The average mile time for athletes was 2 minutes and 14 seconds faster 

than the average mile time for non-athletes
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One-Way ANOVA

• The one-way analysis of variance (ANOVA) is used to determine whether there are any 

statistically significant differences between the means of three or more independent 

(unrelated) groups.

• The variables used in this test are known as:

Dependent variable

Independent variable (also known as the grouping variable, or factor)

This variable divides cases into two or more mutually exclusive levels, or groups
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Common Uses

• Statistical differences among the means of two or more groups

• Statistical differences among the means of two or more interventions

• Statistical differences among the means of two or more change scores
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Assumptions

• dependent variable: measured at the continuous level

• independent variable: 3 or more categorical, independent groups 

• independence of observations 

• no significant outliers

• dependent variable: approximately normally distributed for each category of the 

independent variable

• homogeneity of variances 
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Hypotheses

• H0: µ1 = µ2 = µ3 = ... = µk ("all k population means are equal")

H1: At least one µi different ("at least one of the k population means is 

not equal to the others")

• where

• µi is the population mean of the i
th

group (i = 1, 2, ..., k)
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Run the test
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Output 
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Discussion and conclusions

• We conclude that the mean systolic BP is significantly different for at 

least one of the BMI groups

• Note that the ANOVA alone does not tell us specifically which means 

were different from one another. To determine that, we would need to 

follow up with multiple comparisons (or post-hoc) tests.

Dr. Anahita Babak 38



Post-Hoc test
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Output 
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Wilcoxon signed-rank test

• The Wilcoxon signed rank test should be used if the differences between 

pairs of data are non-normally distributed.

• The null hypothesis for this test is that the medians of two samples are 

equal.

• This test is parametric equivalent of paired dependent samples t-test
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Assumptions

• The dependent variable should be measured at the ordinal or continuous level 

(Likert items, IQ score, VAS 0-10)

• The independent variable should consist of two categorical, "related 

groups" or "matched pairs". "Related groups" indicates that the same subjects are 

present in both groups
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Running the test
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Running the test (cont.)

Dr. Anahita Babak 44



Output 
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Rank 
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Mann Whitney U-test

• The Mann-Whitney U test is used to compare differences between two 

independent groups when the dependent variable is either ordinal or 

continuous, but not normally distributed

• Equivalent Parametric test: independent samples t-test

• The null hypothesis asserts that the medians of the two samples are 
identical.
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Assumptions

• dependent variable should be measured at the ordinal or continuous level (Likert 
items, IQ score…)

• independent variable should consist of two categorical, independent groups (gender, 
smoker…)

• independence of observations (there is no relationship between the observations in 
each group or between the groups themselves. For example, there must be different 
participants in each group with no participant being in more than one group. )

• A Mann-Whitney U test can be used when your two variables are not normally 
distributed
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Running the test
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Running the test (cont.)
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Output 
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Kruskal-Wallis Test

• can be used to determine if there are statistically significant differences between two 

or more groups of an independent variable on a continuous or ordinal dependent 

variable.

• It is considered the nonparametric alternative to ANOVA

• Example:

dependent variable: "exam performance“ on a continuous scale from 0-100

independent variable: "low", "medium" and "high" test anxiety levels
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Assumptions

• dependent variable measured at the ordinal or continuous level

• independent variable consist of 3 or more categorical, independent groups

• independence of observations
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Running the test
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Output 
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